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The Paradigm of Diffusion Models

* A forward process and a Reverse Process

Data Destructlng data by addlng n01se

k‘hm,

Data «<——— Generating samples by den01smg

* The general forward process:
dX, = f(X,, t)dt + g(t)dB;, Xy, ~ qo € R?



Common forward processes:

 Variance Preserving (VP):

 Variance Exploding (VE (SMLD)):

e Variance Exploding (VE (EDM)):

VP RF

N(0,1;) N(0,1;)
)

e Rectified Flow:

Diffusion Time

VE (SMLD) VE (W
N (O, TI@K N(0,T?1;)




The Reverse Process

1+n?2
2

Y= [f Yy, T—t) ——==g*(T —t)Vlogqr_y (Y;)|dt' + ng(T — t)dB,n € [0,1]

*n =1 — Reverse SDE; n = 0 — Reverse probability flow ODE (PFODE)

N(0,T?I,)




Motivations
* In the early year, many works adopt VP (SDXL) and VE (EDM).

* Since last year, RF becomes the main choice in computer vision and audio.

* I[mage: SD 3, FLUX, Qwen-Image
* Video: Seeddance, Wan 2.2




Motivations

VP RF

—N(0,1y) N(0,1;)

—

VE (EDM) Linear
. 2
| N(O, Tld)K N(0,T=1,;)

Why VE (EDM) is comparable with VP and RF is better?

Diffusion Time

VE (SMLD)




Sample Complexity for Diffusion Models

Assume an accurate enough score function

||log qe(X,t) — S¢(X; t)”; < €ore

The sample complexity K to guarantee DiS(ptK, qo) < €.

qu('! tk)
K tk+1 tk YO
w



Overview

Performance
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General Guarantee (Reverse SDE)

Theorem. Under the bounded support assumption, for diffusion models
KL(N(0,0%),q1) Discretization

4

i 1 .

KL(pr_s,45) < D?my /ot + d2(T/8)a/K < O(ey)

?

WZ(qo,qs) < 0§ < €,
?

e Balance: (a) T determined by the first term (b) discretization dependson T

* Influence by early stopping parameter 6



Discussion on Diffusion Time T
KL(pr_s, 4s) < D?my/o? + d*(T/8)a/K < O(eky)

2 < 2 < g2 ?
W3 (g0, q5) < a5 < Ew,
p

KL(pr-s,q5) < D*mr/of +d*(T/8)a/K
* \/P enjoy an exponential-decay firsttermm; = e T andoy = 1 —
A logarithmic T = log(1/ey)

* VE has a polynomial-decay one m = 1 and g% = poly(T) -

Large sample complexity



Discussion on Early Stopping 0

_ 1 -
KL(pr_s,qs) < D?mr/of + d*(T/8)a/K < 0(ey)
?
W5 (qo,qs5) < 0§ < ey,
?

W5 (qo.q5) < 05 < €y,
* For VP, g5 =68 = 8 = €,
* For VE (EDM), g5 = 6% - § = €y,

* VP better in T and VE (EDM) better in 6 — The same order results

VP: K = 0 (1/ekuew,’ ), VE(EDM) K = 0 (1/e ey’



Worst of Both World: VE (SMLD)

KL(pr—s, qs) < D?myp /02 + d2(T/8)a/K < 0(e)
?
W5 (q0,qs) < 0§ < €,

?

* For VE (SMLD), 65 =68 - § = €fj, andmy =1,07 =T
* Badin T and ¢ at the same time = 0 (1/ 2+2/a65|,/2a)

VP: K = 0 (1/ek,ep)"), VE (EDM) K = 0 (1/ezy /%€y



Best of Both World: Rectified Flow

KL(pr—s,q5) < D*my /02 + d*(T/8)a/K < O(eZ,)

?
W5 (q0,qs) < 0§ < €,
?

X, =(1-t)Xy+tZ,te|01]->T=1
e Linear Interpolation: g5 = §2 > § = Ew,

* Good in T and 6 at the same time = O (1/eKLel/a)

VP: K = 0 (1/ek,ep)"), VE (EDM) K = 0 (1/ezy /%€y



1-Step Consistency Models &InstaFlow

VP RF

—N(0,1y) N(0,1y)

—
Diffusion Time

VE (SMLV> VE (M
\ )C\ N(O, TZId)

TIN(0,TI,

Due to the linear property, RF and VE (EDM) are used as the basic of
One-step generation.



* Reverse forward process — Reverse process (t' =T —tand Y,» = X_,/)

!/ 1 z !/ !/ !/
Yir= [f(yt’»T —t') - +277 g (T —t )Vlogqr_; (Yt’)] dt' +ng(T —t')dB,,n € [0,1]

* 1 = 0 — Reverse probability flow ODE (PFODE, deterministic sampler)

VE (EDM)

Linear Trajectory

Xo ~ qo

15



The Paradigm of Consistency Models

* Based on diffusion models, to fast generate:
Consistency models, an one-step generation models

* For PFODE
dYt, — U(Yt,, t’)dt’, YO ~ qT

the corresponding mapping function is
fv(yt,, t’) — YT—6 — X5, Vt’ (S [O,T — 5]
* The property of mapping function:
P, t) = fPY o, t"),vO<t",t' <T -6
f(Y, T —6)=Y,vY € R?



Goal: Consistency function fy(Y;, t)

* Consistency Distillation (CD) Paradigm:

Let ?t? be the output running one step PFODE frothlr( with s4.
k+1
2
! "(]5 !
feo (Yt,’(, tk) —fo- (Ytz'm' tk+1)H2]
* Consistency Training: £&.(6,07): = Ey, llEy,|X0 ||f9( , tk) fg Yir ot || ]

7e A CD paradigm

LEp(0,07;): = Ey, [Eyt;{u(o




Discretization Complexity of Consistency Models

* Objective Function

Y. t,)— —(Y, b )H
fe( t) k) feo er o Lt 2]

* Large K: Training is time-consuming.

LEp(0,07;¢): = Ey, [IEYt;JXo

* Small K: Training is hard since Y;, , and Vt(f) is too far away.
k+1

* Choosing a suitable K in the training phase to guarantee

7 (f@ (N(O; UTZ‘Id)) ) CIO) < €y,



Current Discretization Complexity Results

* Many works focus on VP models instead of VE (EDM) and RF
Assuming the consistency function fy (or f,) is Ly Lipschitz

They achieve discretization complexity with
e (1) Bad dependence on €: Lf/e;l,2 [1] and Lf/e‘}]g[Z] or
* (2) Large Lr dependence: L;’c/ewl[B]

* Far away from the SOTA sample complexity of 1/61‘}',2 of diffusion models.



Similar Balance Between 6 and T

Theorem. For one-step generation models, using VE(EDM) as a example

R? L RZ(R+\/E)(T/6)%
W, (fo (N(0,0710)) q0) < T+ T+ Vs

O for RF
* Heavily influenced by 6 = VE(EDM) and RF is great

e For VE (EDM) O (Lf/e;,;rz/a) — Better than previous L /€y, and L /ey,

* RFis free fromT — Better K = 0 (Lf/e;,;rl/a)

Reverse PFODE

0 (Lf/eafz)

ICML’ 24 Better Reverse PFODE Better Reverse PFODE

0(L3 /ew,) ol 0 (L/ele) o 0 (L)
AISTATS 25 ICML’25 In submission

L]% / 6‘}91
ICML’24




Conclusion-Theory

* From the complexity perspective, RF is great in diffusion time T and early

stopping 6.
* Future work (Theory):
Many people say flow-matching and score matching is totally equal:

Then, why FM training paradigm is better?



Conclusion-Application

* Future work (Application):

To design a better and efficient noising and denoising process with better

theoretical guarantee and great performance.



Thanks!
Q&A
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